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1 O Assessing Risks

Thus far we have looked at risks as something that we want to anticipate—as in the chap-
ters on indicators of disruption and distress—or to manage down—as in the Toyota pro-
duction system’s emphasis on reducing variability. Some investors, such as Berkshire
Hathaway, claim, as their risk management strategy, that they only buy into low-risk busi-
nesses. Warren Buffett, Berkshire’s chairman, said in his 1996 letter to shareholders: “I
should emphasize that, as citizens, Charlie [Munger, Berkshire's vice chairman] and I
welcome change: Fresh ideas, new products, innovative processes and the like cause our
country’s standard of living to rise, and that’s clearly good. As investors, however, our
reaction to a fermenting industry is much like our attitude toward space exploration: We
applaud the endeavor but prefer to skip the ride.”

But how do we know how much risk a business has? Traditional finance theory has one
answer: in a world of efficient markets, a business’s risk is captured in its beta. Beta—
reflecting systematic risk—is the covariance of the business with the market' divided by
the variance of the market. That part of a business’s variance that does not covary with
the market—called specific risk—can be diversified away by investors. But there is a
growing literature, even in finance, suggesting that specific risk does matter. Therefore,
another measure of risk is to consider both systematic risk and specific risk, or total risk.

. From an operations perspective, there are two types of total risk. The first is process
risk, which is recurrent; the second is better viewed as one-off. An example of process
ri.sk is the risk of machines breaking down. This can affect the value of a business through
.hlgher working capital (inventory) and reduced productivity. An example of one-off risk
is the risk that a patent application will not be approved. This affects the value of a busi-
ness directly.

These definitions raise the question of how we can measure the different types of risks,
which we address in this chapter:

* Systematic risk. A convenient way to measure this is to return to the definition of beta
as the covariance between the expected return from our business and that from the market
portfolio. We assess risk mostly in order to value a business. It is vital to directly look to
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the market for the value of a similar business, rather than try to calculate systematic risk
without market validation. Then we expand on our calculation to see how operational
leverage increases systematic risk.

+ Total risk. 'We describe how you can use a risk map to visualize the severity and prob-
ability of changing risks in a business.

One-off risk. We describe the value-at-risk (VaR) framework to assess this type of
risk. The VaR spells out the amount that we might lose (severity), for a given probability
and time horizon.

Process risk. We describe how we can characterize the variability of this type of risk,
with coefficients of variation, and how variability reduces productivity and therefore the
value of the business.

This typology of risks helps clarify differences that confound even seasoned investors.
For example, Warren Buffett declares that “we define risk, using dictionary terms as the
‘possibility of loss or injury.” Academics . . . like to define risk differently. . . . In their
hunger for a single statistic to measure risk, however, they forget a fundamental principle:
it is better to be approximately right than precisely wrong” (Berkshire Hathaway 1993
Annual Report). But it is possible that Buffett is referring to one-off risks, while in finance
theory risk is viewed more like process risk, in the ongoing ups and downs of the value
of a security.

Furthermore, the typology reveals similarities and differences in the treatment of risks
in finance and in this book. For example, finance theory suggests that risks from many
sources in a portfolio can be diversified away. In operations, we too model how risk pooling
can be helpful—e.g., in reducing inventory needed to serve a given level of demand. But
there are also risks, such as process risks, in which the risk sources are in various stations
along a process. In this case, the risks cascade and get amplified through the process. We
should verify how the amplification could seriously affect our assessment of the risks.

10.1 Why Is Risk Assessment Difficult?

Before we get into some tools for assessing risks, it is helpful to ask why it is difficult to
assess risks in the first place.

Suppose we were to ask the likelihood of facing a shortage in a critical component for
production. One way to do this is to simply count the number of past shortages and divide
by the time covered (say, 54 shortages in the last 3 years, or 18 shortages per year). This
sort of risk assessment has several problems.

First, it does not account for severity. Some shortages are short, others longer. A histo-
gram of shortages by severity would be useful. Second, even the histogram might convey
a false impression of the distribution by severity. The histogram represents data from a
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sample, but the actual distribution from the population of shortages might be very differ-
ent—e.g., skewed toward severe shortages. Third, severity also needs to account for our
ability to manage the shortage. A production line that can respond effectively to a shortage
will find it less severe than another that is crippled by the same shortage. Fourth, a probabil-
ity measure does not account for seasonality within a year, or a month or week. For
example, the component may be more likely to run short at year end than at other times.
Fifth, a probability measure also does not account for trends. Suppliers’ reliability changes
over time. The number of suppliers changes over time. Our responsiveness changes over
time. Sixth, the component probability does not consider how failures elsewhere would
affect this probability, and how shortage in this component might impact failures
elsewhere.

What this discussion suggests is that, given the complexity of the origins and implica-
tions of risks, any single measure will have its limitations. A proper risk assessment needs
to account for the cost and benefit of undertaking the assessments, and the risk of not
doing so.

10.2  Systematic Risk

One way to measure systematic risk of a business is to go back to the definition of beta:
beta = CoV(Fyusinesss Fmarter) | Var(Fapier)s

where 7 i the expected return from the business in question and 7, that from a
chosen market portfolio. Although the definition asks for expected returns, a reasonable
starting point is to approximate these using historical returns.

Once we have determined beta, we can calculate the discount rate we will use to value
the cash flows of our business:

discount rate = risk-free rate + beta X risk premium,

where the risk-free rate might be the treasury note return and the risk premium is the
market return less the risk-free rate. Intuitively, the risk-free rate captures the time value
of money, and the (beta X risk premium) term captures the riskiness of cash flows.

But in reality, things can get messier. For one, there is “Roll’s critique” (named for
Richard Roll of the University of Chicago): beta is very sensitive to which market portfolio
we have chosen. So it seems wise to construct beta from a number of candidates, such as
the Dow, S&P 500, NYSE Composite, Wilshire 5000, or the Morgan Stanley Capital Index.

Second, the discount rate may change over time. In their authoritative textbook, Brealey,
Myers, and Allen suggest a way to address this: assume that beta x risk premium is very
slow-changing, so that we account for the change in discount rate by tracking the change
only in the risk-free rate.
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Third, we bear in mind that the market-derived values are usually more accurate than
values derived bottom-up using covariances and variances. This is because the former use
a more diverse set of information. So before we start calculating covariances and variances
to find beta, we should see if there is a peer business with similar risks. “Similar risks”
are of course hard to define, and we may only be postponing our problem. One way is to
identify companies in the same industry with the same operating characteristics (using
factors such as inventory turn or days of accounts receivable, as discussed in section 1.3.1).
We can then check our bottom-up derivation against the published beta of our similar
companies.

But how does systematic risk, or beta, relate to operations? It turns out that operational
leverage—the proportion of assets that is fixed—increases systematic risk. We first give
the formulaic explanation for this, then the intuitive sense of it.

The present value (PV) of an asset may be written as follows, since present values are
additive (see Brealey and Myers or any standard finance text) and the cash flows from an
asset is just revenue minus the two types of costs:

P Vzum = P Vm'mue = P Vﬁxed cost P an‘abla cost*

Therefore, the beta of an asset can be decomposed into betas of revenue, fixed cost, and
variable cost:

P Vm'enuc P V/’Lml cost
betamm = be'am-mu - belaﬁud cost
asset P asset
P an'nbln‘un b
- €1Qyariable cost
Fvﬂ‘lﬂ

Since fixed costs are fixed (by definition), betay,.q .o 15 Z€10. AlSO, beta, g iapie con 1S about
the same as beta,,.,, since both are covariances with market returns, up to a fixed-cost
constant. The above simplifies to:

P Vrrvamr =P Vru

riable cost
beraa.uﬂ = PV b etaln-fmw
asset

Again, using the identity that PV,,,,, is the present value of the revenues minus the costs,
we can rewrite the above as:

beta,,,, = [l + M]bztamﬂ
asset
The term PV coul/ PVasser is @ measure of operational leverage, and the above shows that
beta,,,, will increase as leverage increases, given betd,, .
The intuition behind this is that with a higher proportion of assets that are fixed, a busi-
ness is less able to cope with the vagaries of demand. When market demand is low, the
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business incurs fixed costs, so its cash flows vary more with the market than they would
for a business with a lower proportion of fixed costs.

As mentioned earlier, systematic risks are risks that cannot be diversified away. In the
discussion above, even firm-specific factors that change the ratio of fixed costs to assets—
perhaps originating from managerial competence or technological advances—would affect
beta,... But it may be hard to see other risks—say from information systems that might
malfunction or human capital that may defect to the competition—that might also influ-
ence operational leverage. In other words, if we stick to just measuring systematic risk,
theory does not give us a good indication of which risk is systematic and which is specific.
Further, a growing amount of research suggests that even firm-specific diversifiable risks
may be important in valuing companies. Finally, if we take the perspective of a manager,
and not an investor who can diversify away specific risks, then total risk matters.

Taken together, the above suggests that we would do better to consider both systematic
risk and specific risk, or total risk.

10.3 Total Risk

Not surprisingly, there are many ways to characterize the total risk of a business. As before,
one useful approach is to appeal to the market. An especially helpful proxy is the diver-
gence among analyst estimates of the business’s earnings or sales. Of course, this measure
is subject to some limitations—for example, it would not be useful if the business is
covered by very few analysts.

At the opposite extreme, we can build a theoretical list of the risks that may arise. One
useful framework is to identify risks that may interrupt the smooth addition of value along
the value chain—from purchasing and R&D through production to distribution, as well as
supporting functions such as human resource and information systems management.
Figure 10.1 shows an example, and figure 10.2 shows an even more detailed list of
risks in the area of production alone, from Shell’s enormous “Comprehensive List of
Causes™ (ignore the details, which are not visible; the point is that Shell takes risks
comprehensively).

We next need a tool to make these lists manageable. One useful tool is the “risk map”
that prioritizes the risks for more detailed examination. An important variant is “failure
mode and effects analysis” (FMEA), developed by the US military after World War IL. In
applying this to commercial situations, we focus on two dimensions of risks: the probabil-
ity of occurrence and the severity of consequences.

10.3.1  Probability

The probability of a risk is often given as a number, but that should be construed as the
mean from a more complete characterization of probability, in the form of a probability
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« Patents not ¢ Outsourcing e Quality *Rental * Expected
granted firm goes losses increase for demand not
« FDA rejects bankrupt o Machine store leases  materialized
application e Tainted down time eWarehouse e Service failure
supply fire  Reputation dented

* Defections * Shrinkage ® Strikes * Labor accident * Lawsuit

* Security attacks

* Regulatory changes
* Environment noncompliance

* Aggressive new entrants

* Error in financial or tax reporting

Figure 10.1
Risks in a value chain.

distribution. The confidence of our probability judgment can be measured as the variance
of the distribution: the smaller the variance, the more confident we are. This variance
depends on how much information we can employ—and the cost of getting that infor-
mation. For example, Sport Obermeyer, a skiwear maker, uses a six-member committee
of purchasers, salespeople, and top managers to make probability judgments about the
demand for new skiwear. Empirically, it has been found that this produces a superior
demand forecast—in terms of both the bias (the forecast error is on average about
zero) and confidence (the forecast error is proportional to the variance of the members’
forecast).

In finance, probabilities (or variances) may be reduced through diversification. That is
also true in operations—e.g., in risk pooling of workstations. But in operations, probabili-
ties are not only correlated but also amplified. A workstation with a probability of down-
time can amplify the probability of downtime at the next workstation. The probability that
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Comprehensive List of Causes
A TOOL FOR ROGT CAUSE ANALYSIS

i

Figure 10.2
Shell’s “Comprehensive List of Causes.” (Details are not meant to be visible.) © Shell.

a supplier sends tainted supplies and the probability that that supplier goes into bankruptcy
may be very high. Indeed, one may cause the other in a vicious amplifying cycle. We
address these sorts of relationships between risks below.

10.3.2 Severity

The severity of a risk also depends on three factors. First, of course, there is the raw sever-
ity: how bad or what loss amount would be incurred if the risk materializes. Second, this
severity depends on the probability and timing of detection; a high probability of early
detection could mitigate the raw severity of the risk. Third, the ability of the organization
to respond to the risk also mitigates the raw severity. For example, a flexible organization
with some redundancy can shift resources to accommodate a temporary shortage. Of
course, new investments to better detect risks or to become more flexible and redundant
have their own costs. We have to weigh the costs and benefits of “pay now or pay later.”

Given the probability and severity of a risk, what can we do about it? As a first step,
we need to know in general how we can manage risks. We turn to this next.
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10.3.3 A Typology of Risk Management Methods

By definition, the way to manage a systematic risk is to diversify it away, as a financial
portfolio manager might do by buying stocks from a variety of companies.
For total risk, there are a number of ways to manage risks:

« Eliminate. 1t is rare that one can entirely remove a risk, but one example would be to
avoid doing something completely. Consider a manufacturer dealing with the risk of ship-
ping delays arising from having a foreign supplier. For this example, we are not referring
to the risk that the supplier does not produce on time, but to the risk that on-time produc-
tions are delayed by the long-distance shipper. We can eliminate the risk of such delays
by relocating our manufacturing plant to the foreign supplier’s neighborhood, thus elimi-
nating the need for a long-distance shipper altogether.

*+ Avoid. More likely, we can avoid a risk by doing something else. For example, we can
avoid the risk of delays from a foreign supplier by using a local supplier instead. The
difference between “avoid” and “eliminate” is that in the former we change the source
of the risk (the fact that the foreign supplier is located far away), while in the latter we
do not.

* Reduce. To continue the example of risk of shipping delay from a foreign supplier, we
could reduce the risk by using some backup, such as ensuring that the shipping company
has spare capacity.

* Transfer. Purchasing insurance is a way to transfer a risk to another party. As another
example, if a manufacturer’s shipment from a foreign supplier is delayed, the manufacturer
might pass that delay to its customer further down the supply chain, protected by a clause
in its contract with that downstream customer. The difference between “reduce” and
“transfer” in our shipping delay example is that in the former we deal with the risk at
source (reducing risk at the foreign supplier), while in the latter we deal with it at destina-
tion (transferring the downside of a delay that has already happened to another party).

* Transform. One way to deal with a risk is to transform it into another risk that we can
better accept or deal with. For example, one way to handle the risk of shipping delays
from a foreign supplier is to have earlier forecasts, so that we can place our orders with
the foreign supplier with a longer lead time. This transforms the risk of shipping delay to
the risk of having the wrong forecasts.

* Diversify. We have considered diversification as the primary means of dealing with
systematic risks. For example, we could diversify by having arrangements with alternate
shippers. The distinction between “reduce” and “diversify” is that in the former we stick
to the shipper in question, while in the latter we diversify away from that shipper.

* Monitor. Sometimes a risk is small enough that the best way to deal with it is to simply
monitor it to ensure that it does not grow to become threatening. For example, suppose in
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the worst case that a shipment does not even arrive; if we as a manufacturer suffer an
amount that is acceptable in such an event, we would do best just to monitor the risk.

* Accept. It may be that the cost of managing a risk exceeds the benefit of doing so (e.g.,

the risk is unlikely to morph into a bigger risk); then we might as well do nothing and
accept the risk as is.

With so many ways to deal with risks, what are we to do? This is where probability and
severity become useful, as a risk map.

10.3.4 Risk Management with a Risk Map

F.igure 10.3 shows a risk map, on which we can plot the probability and severity of each
risk. The key point is that the risk map provides different action implications for different
types of risks.
. Those with high probability and high severity—at the top right of the risk map—require
immediate diagnosis. Depending on the diagnosis, we should then neutralize the risk using
almost any risk management method except to accept it.

Those with high probability but low severity—at the bottom right—may be monitored.
We can also aim to reduce their high probabilities, and to avoid the risk altogether.

For risks with low probability but high severity—at the top left—it would make sense
to explicitly prepare a response to their possible occurrence, by transforming the nature

of the risks, transferring, or diversifying them away. It also makes sense to insure against
such risks.

Low A High
Transform, Immediately
transfer, diagnose
diversify, and
insure. neutralize
Accept, ‘Monitor,
insure reduce
probability,
avoid

Figure 10.3
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Finally, risks that are of low probability and low severity—at the bottom left—should
perhaps be accepted, as the cost of managing these risks might not be worth the benefit.
At most, perhaps they should be transferred away, via insurance.

In plotting these risks on a risk map, it is useful to differentiate recurrent process risks—
such as the risk of machine downtime in a production process—from one-off risks—such
as the risk of a drug application being rejected by the FDA.

Importantly, these two types of risks have different value implications. As we show
below, process risks usually affect value by reducing productivity. One-off risks usually
affect value by directly reducing the value of a business. The two types also have different
state-of-the-art tools to assess their riskiness. Therefore, we discuss them separately.

10.3.5 Advanced Topic: Process Risks

These risks are recurrent and routine. They involve processes in our business, such as
purchasing, production, or forecasting.

Consider a prototypical production process with multiple stations. First, we analyze the
probability and severity of risk—or downtime—at each station. These may be character-
ized by the mean time to failure (MTTF) and mean time to repair (MTTR). For example,
if the MTTF of a station is 100 hours and the failure probability is constant over time,
then the probability of failure is 1/100 over an hour. A long MTTF represents a low prob-
ability of failure, and a long MTTR represents a high severity of failure.

We now describe how MTTF and MTTR affect the value of the business in question,
at the station and process level.

One Station

Consider first a station in the process. Suppose this station has a capacity of r units per
hour if there were no risk of it being down. Now, with the MTTF and MTTR, its reduced

capacity is:

MTTF
Fe————————. (C))
MTTF + MTTR

That is, r is now scaled down by the station’s availability, represented by the quotient.
This, then, is the first performance effect of process risk: high probability (small MTTF)
or high severity (big MTTR) leads to large reductions in capacity.

Process risk also has a second performance effect: it increases working capital in the
form of inventory.

Consider figure 10.4. In panel (a), we have a station with no process risk—i.e., no
breakdowns. Recall that it can produce units at a rate of r if there are no breakdowns.
Suppose its inputs arrive at a rate of r,. For simplicity, we consider the case when r, is
unvarying and is lower than r, so that the outflow rate—which is the minimum of r, and
r—is just r,. Tn this case, the average inventory at the station is r,/r.
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Figure 10.4

Process risk (variability) and working caj

process risk (MTTR. MTTR, cvirg) (b) pital (inventory) at a station. No process risk (no downtime) (a); with

Now consider what happens when we have process risk, as in panel (b). As explained

ea.l'hel, tlle ﬁ]sl pedollnaﬂce de radation p Y,
4 da 1 1S [Ilat the station haS a lchCCd capacit WIUCh
1S now r X h[] II/(IVII II t hll [ll)'

Inventory at the station is now higher, at

( MTTF
nllr—m—m—oo—H—m
M'ITF+M'ITR)'

or
(HMTI'R) /
e )=

Intuitively,

a station with reduced capacity needs more time to process an input, so on the
average the station now holds more inventory. ‘

Worée., the MTTR itself is just a point estimate of process risk (it is the mean) from a
pfobabnhty distribution. Its variability may be measured by its squared coefficient of varia-
tion (denoted ¢v?), which is the variance divided by the square of the mean. Let us denote
the ¢v? of t}!e MTTR by cviirrg. This variability cv3ry increases inventory' even more

To see this, note that a variable MTTR means that the processing time at the statior; is

nou./ vztnable, ms.tead of being a constant. In queueing theory, the formula for the cv? of a
station’s processing time is given by:
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MTTF

(M’I’I‘F )2 ' @
2
MTTR

r (1 + ViR )

From queueing theory, we know that a variable processing time means that queues (ie.,
inventory) will form when incoming units cannot be processed because they arrive when
the station happens to be busy. Assuming that the incoming units themselves arrive with
certainty, the average queue length is given by:

Station queue inventory =

x station processing time
(1—u) 6
[cv? of station input arrivals]+[cv? of station processing time |
X ,
2

where u is the utilization of the station. The utilization is also the average inventory in the
station

( MT'TR)
1+ rlr.
MTTF ’

a high utilization is equivalent to high average inventory, since the unit stays in the station
to be processed for much of the time. Returning to the queue inventory in equation (6),
we can now substitute into it the station processing time, which is the reciprocal of equa-
tion (4). The ¢v? of the input arrivals is 0, since by assumption, input arrivals do not vary.
The ¢v* of the station processing time is given in equation (5). Taken together, we get:

Station queue inventory =

u (1+cvirmr)  MTTR?
(-w 2 MTTF+MTTR

Therefore, as shown in figure 10.4, panel (b), not only do we have higher inventory at the
station, we also have new inventory in a queue into the station. Both types of inventory—in
the station as well as in the queue—increase with MTTR/MTTE. This makes intuitive
sense, since a longer time for repairs compared to time to failure degrades performance.
The inventory in the queue also increases with cvirmr, which again makes intuitive sense.

Sequential Stations in a Process

Next we move from one station to a process with multiple stations. To keep the discussion
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Consider ﬁl st a sequence Of t i y i I 5. ore, pr S sk has
S WO stations, as in figure 10. As be! i
£ f T€, Process ris

+ it reduces each station’s capacity from r to

,__MTTF
MTTF+MTTR

* it increases inventory at each station, from r,/r to

(l+—MﬂR) /
MTTF r,/r,and

* it introduces inventory, in the form of queues, in front of each station.

beWhat is different I.IOW is that Station 1’s output is used as the input to Station 2, and
causF of that the m.put to Station 2 is varying—unlike that into Station 1, which is
unvarying by assumption. Buzacott and Shanthikumar give a formula for the ¢v? of the

input into Station 2 as the product of 2 i
' and the cv* of Station 1's processing ti
equation (5); that is: ’ & time from

cv? of Station 2 input arrivals =
MTTF

MTTF \*'
(7
)

w'r(1+ cvirm )

This will in turn escalate the inventory in the queue in front of Station 2 further, to:

-n X Station 2 processing time

(8)

2 . y A
» [cv of Station 2 input amvals]+[cv2 of Station 2 processing time]

2

Increased inventory

manageable, suppose we have just two stations. We consider how performance is affected
when the two stations are in sequence and when they are pooled in parallel.

Figure 10.5
Process risk for two stations in sequence.
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The ¢v? of Station 2's input arrivals is in equation (7), and the ¢V’ of Station 2's processing
time is the same as that for Station 1, as given in equation (5).
Therefore, the Station 2 queue inventory is:

. MTTF MTTF
uzr(l+cvgn-m)—Nr_r_l_—F—2 + r(l+CV§11TR) MTTE 2
u MTTF+MTTR MTTR MTTR
(1-u)  rMTTF 2

@ +1) (1+ o) MTTR®
T (1-uw) 2 MTTF + MTTR

In other words, the queue inventory for Station 2 is amplified by w + 1? over that
for Station 1. The higher Station 1's utilization u, the greater the amphﬁ'cauon. At the
extreme when Station 1’s utilization is 1, Station 2’s queue inventory is double that

of Station 1.
Pooled Stations in a Process

Finally, we consider stations pooled together, as in figure 10.6. ' .
How does process risk affect performance in this case? In some. \:vays, the impact is
similar to the previous case of sequential stations: (1) station capacities are reducec{, )
station inventories are increased, and (3) inventory appears in a queue before the stations.
The difference here is the last. The formula for inventory in the queue when there are m

pooled stations is:

Increased inventory

Figure 10.6
Process risk for two stations pooled together.
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uYdime)=t o MTTF + MTTR " [cv* of station processing time] _
(1—-u) mrMTTF 2 -

&)
wB (1+cvirm)  MTTR?

(1-u) 4 MTTF + MTTR

While this is larger than the queue inventory for a single station as in equation (6), it is
smaller than just the queue inventory for Station 2 in equation (8).

Taken together, this shows that process risk affects capacities and inventories. Unlike
in finance, where risks are often thought of as pooled in a portfolio,” operational processes
may amplify risks as they cascade through many stations in the processes.

Risk of Inadequate Warranty Reserves

In December 2006, Clay Sumner, an FBR Equity Research analyst, claimed that Dell
Computers reported artificially high earnings by not setting aside adequate reserves to
cover the warranty of computers sold. For many products from electronics to cars, the
inadequate provision of warranty reserves is a major source of risk. How do we know how
big the reserve ought to be? Intuitively, that should depend on:

* § = the sales rate, or how many units we sell per year,
* MTTF = mean time between failures, as above,

* w = length of the warranty period (we assume this is exogenously given here; in section
15.4.3, we show how it is determined),

* p = the unit price to the customer,

* ¢ = the unit cost to us,

* 1 =time to when the unit fails, following its purchase at ¢ = 0,

* b = our rebate to the customer when the unit fails during warranty.

There are two major types of warranties: (1) free replacement, in which b = ¢; and (2) pro
rata rebate, in which we give the customer a rebate of the price p she paid proportionate
to the remaining life of the warranty; see figure 10.7.

The warranty reserve is then the expected cost of failures, or the sum (or integral, since
we are dealing with continuous variables) of the failure probability and failure cost. The

failure probability—assuming that failures are random—is given by the probability density
function:

— p~/MTTF
P it aits st time ) = € /MTTEF,

and the failure cost is $5 per unit, which depends on the warranty type: free replacement
or pro rata. So for free replacement, the warranty reserve ought to be:
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b, rebate

P
price to customer \

c,
cost to seller

Free replacement, b=c¢

pl1-tiw)if t<w

Pro-rata, b= {0 Fesw

w, . t, time

warranty period since purchase

Figure 10.7
Two types of warranties: free replacement and pro rata.
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and that for pro rata warranty ought to be:

e O e |

In both cases, we see that as MTTF becomes larger—as failure becomes rarer—the appro-
priate warranty reserve goes down, as shown in figure 10.8 for an example in which
S = 100 units per year, ¢ is $1 per unit, p is $1.2 per unit, and w is 5 years.

Finally, bear in mind that the reserves we just calculated are for one year. We should
get the cumulative NPV of the reserves; for example, if the yearly reserves grow at g every
year and should be discounted at r, the cumulative NPV is the yearly reserve divided by

(r—g.
10.3.6 One-off Risks and Value at Risk (VaR)

Like process risks, one-off risks can be evaluated on the basis of their probability and
severity. But while the consequences of process risks tend to be gradual (e.g., lower capac-
ity, higher inventory), the consequences of one-off risks tend to be categorical (e.g., patent
application rejected, supply is tainted). In other words, one-off risks are less forgiving, and
they require a different tool to evaluate their impact on valuation.

The most common tool comes under the value-at-risk (VaR) framework, in which we
assess how much we would lose. given a probability and a time horizon. VaR is defined
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Warranty reserve
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replacement
warranty
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a0k warranty
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0 2 4 6 8 10 MTTF
Figure 10.8
Warranty reserves decrease with MTTE.

as lh.e loss that would be incurred with some prespecified probability (say 1%) for a pre-
specified portfolio (say $100 million of real estate holdings). VaR was popularized by
Banker’s Trust and J. P. Morgan, the latter of which spun off a group called RiskMetrics
to further develop the VaR tool.

Even though VaR was originally developed for assessing the risks of securities and credit
portfolios, with some tweaking it offers a useful and simple method for assessing real
assets. For example, in March 2000 thunderstorms hit Philips’s semiconductor plant in
Albuquerque, New Mexico. The plant furnace was hit by lightning, and the resulting fire
destroyed the plant’s clean room. The risk involved in this sort of one-off event could be
quantifiable using the VaR methodology.

We describe two common methods for calculating VaR, then compare them.

Parametric Method

The original RiskMetrics description of VaR uses historical data to estimate the param-
eters of an assumed normal probability distribution of financial assets. We can use it for
real assets, although there are some necessary departures. First, the horizon for financial
VaRs is usually in days, while that for real assets can reasonably be a lot longer. Suppose
we want to find the 1%-probability-over-three-months VaR for a $100 million portfolio
of real risks: 40% of the value is in rentals for a clutch of retail stores and 60% in a
three-month demand for our collection of skiwear products. We first assemble the histori-
cal ll}ree-momh percentage changes for rentals and demand. The further back we go into
tl?e historical returns, the more confidence we have with our estimation of the probability
distribution, provided the underlying distribution has not changed much. Using these
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1% probability

-2.33 0
Standard deviations

Figure 10.9
Standard normal distribution.

historical percentage changes, we estimate the mean percentage change of the portion as
40% x E(r,) + 60% x E(r,,), where E(.) is the expectation operator to represent the mean,
and r, and r,, are the variables that represent the three-month percentage change of rental
and demand. In some variants of this method, the percentage changes are the lowest
within the three months. We calculate the variance of the portfolio acknowledging the
covariance between the two stocks. The portfolio variance is 40%* x Var(r,) + 60%* X
Var(r,,) + 2 X 40% x 60% x Cov(r,, r,), where Var(.) is the variance operator and Cov(.)
the covariance operator.

Importantly, the parametric method assumes that the portfolio return is normally
distributed with the estimated mean and variance. The 1% probability mark is 2.33
standard deviations lower than the zero mean in the standard normal distribution (see
figure 10.9).

Let us suppose that the mean portfolio percentage change is 10% and the standard
deviation (the square root of the variance) is 20%. Therefore, there is a 1% probability
that the three-month percentage change is as much as 10% — 2.33 x 20% = —36.6%. The
$100 million portfolio of risks will therefore have a VaR of $100 million x 36.6% = $36.6
million.

How realistic is this VaR? As we suggested, this depends on how representative the past
is of the future. The more comprehensively we can model the risks, the more accurate can
be our VaR. For example, we could account for changes in the mix of store locations, or
changes in their retail formats. (As the clutch of rental locations expand from urban to
rural areas, we should account for this change in mix.)

What about categorical risks like whether a patent application is approved? These VaRs
tend to be volatile. For example, a patent valued at $10 million may have a VaR of $0 if
the probability is 1%, but all $10 million if the probability is (as an example) 0.1%. The
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VaR amount is either $0 or $10 million, depending on what probability threshold we pick
[n. these cases, it makes sense to think through these risks differently. For example we;
might focus on correlations—that is, if this patent application is rejected, will almos‘t all
relat§d patent applications likewise be rejected? We might also think ab;mt divesting or
hedging this sort of risk, perhaps through real options (see chapter 11). :

Historical Method

A Tnajor criticism of the parametric method is that it assumes a normal distribution. Simu-
lation methods construct empirically based distributions instead. In this method 'we use
(hree'-monlh changes in rentals and demands—going as far back as we might in t‘he ara-
met.nc method—to calculate the change in our portfolio. For example, for the three-mi:)nth
Pen(?d of January-March 1983, rentals might have gone down 2% and demand 3%, and
if this had been the case today, our portfolio would have gone down 40% x 2% )
ey o X 2% + 60% %

This 2.6% downturn would constitute one of very many historical three-month changes
and we n.ext put these changes into a histogram—rather than using them to estimate z;
normal filstribution. Then the rest of the steps are as before: find the percent ch;inge cor-
responding to the 1% percentile in the probability distribution, and translate that percent
change to a dollar change to get the VaR. "

This simple historical method assumes that all historical changes are of equal weight
One modification is to place greater weight on more recent changes. -

Monte Carlo Method

A more sophisticated way is to explici
! . plicitly model how values change over ti
using historical percentage changes. Sl
" Let us stay with. o.ur example of determining the 1%-probability-over-three-months
laltl hforfa $l(|)0 million portfolio of real risks: 40% of the value is in rentals for a
clutch of retail st i 4 i
S ores and 60% in three months’ demand for our collection of skiwear
We first bui!d models of how rentals and demand might change. To do this, we postulate
factors that drive these two risks. For example, we might have:

rental,,; = B, + B, X rental, + B; X t + B, x demand, + &, (10)
demand,,, = & + @, x demand, + @ x SKU, + @ X rental, + 7. (11)

The 1 subscripts indicate three-month periods. In other words, rental in the next three
mfmths depends on rental in this three-month period, a trend term (the ¢ term), demand in
.(hlS period, and a random noise term with zero mean and a normal distn'buti(;n Demand
in the next three-month period depends on demand in the current period, the r;umber of
stock-keeping units (SKUs) in this period, the rental in this period (which'also provides a
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proxy for the total retail square footage), and another random noise term, also with zero
mean and a normal distribution. Notice how we connect rental and demand in the two
equations, so as capture the correlation between the two.

Using historical data containing observations of rental, inflation, demand, stores, and
number of SKUs for three-month periods, we can run regressions to get the f and « terms.
The regression results also produce the variance for £ and 7.

Now we create a distribution of the value of the portfolio consisting of 40% of its value
in rentals for a clutch of retail stores and 60% in skiwear demand. To do this, we plug in
what we now know for all the values on the right-hand side of equations (10) and (11), as
well as randomly generate values of € and 1 based on normal distributions with their vari-
ances estimated from the regressions. Then we put these generated portfolio values in a
histogram to find the value corresponding to the 1% percentile in the probability distribu-
tion. The difference between this value and the current value is the VaR.

Of course, we can add more realism—and complexity—to the procedure just described.
Importantly, we have assumed that the connection between rental and demand is static,
and that the stochastic components € and 7 are independent. We could add more realism
by explicitly correlating € and 7 with, say, a bivariate normal distribution. Also, we actu-
ally make only one forecast, so all the histogram is showing is the randomness in € and
7. We could use short historical periods—say one month rather than three months—and
use a sequence of one-month predictions to get our three-month VaR. We could also add
more explanatory factors other than just a trend term or the number of SKUs. And we
could assume that € and 1) do not follow the normal distributions.

Comparison and Critique

We can compare the methods along several dimensions, and suggest situations in which
one method might be superior to another:

+ Distributional assumptions. The parametric method assumes that the probability dis-
tribution is normal, and can be completely parameterized by the mean and variance. The
historical and Monte Carlo methods escape this criticism. But like the parametric method,
the historical method still assumes that the past distribution is representative of the future.
If we are dealing with very liquid risks—such as those in the pricing of financial assets—
the normality assumption under the parametric method seems reasonable. At the opposite
extreme, if we are dealing with rare risks, then the Monte Carlo method seems to be
appropriate, since in principle it simulates as many different scenarios as are needed.
Nevertheless, the Monte Carlo method is still susceptible to “model risk”—that is, the
model used deviates too much from the actual distribution. It also assumes that we know
the probability distributions of the risk factors.

+ Computational requirements. Not surprisingly, the parametric method—which
requires only two parameters—is computationally the easiest. At the opposite extreme is

e

A it AT\ M. i sk 1o

e e T

Assessing Risks 157

the Mon{e Carlo method, which is known to take several orders of magnitude more of
computational power and time.

Apart from the problems just indicated, the VaR methodology in general is subject to
many other criticisms. For one, it provides only a threshold loss amount. A VaR amount
of $1 million with 1% probability could also represent a risk of losing $100 million with
0.9% probability. For another, by providing just a single statistic, it could offer a false
sense of security in a black box. The Monte Carlo regressions in which we can explicitly
model what is driving changes in value are very helpful, but they are only as helpful as
the models themselves. Using VaR does not make us less susceptible to risks we do not
know about. And finally, the provision of a single statistic also subjects it to manipulation
as when' r.mlinagers decide to provide “the number that the CEO likes to see.” But many o%
th.ese criticisms can also be leveled against most other measures of risk, and the VaR has
withstood several decades of practical use in industry.

10.4 Takeaways and Toolkit

In this ch'apt.er. we learn why we have to dig below financial statements to better value a
company’s risks. To do that, we need to:

: l?ifferentiate bf'.tween systematic and total risk. If our risks can be diversified away, then
lf 1; useful to think only about systematic risk, which is the undiversifiable part of total
risk.

* To find systematic risk, we calculate beta. Operations affect beta through operational
leverage: the higher the proportion of costs that are fixed, the higher the beta.

+ To find lota].r.is.k. we first have to specify the myriad of risks that might occur. A risk
m:p 02 pl::-babllmes and severity can help. In finance, probabilities (or variances) may be
reduced through diversification. That is true in operations: but in i iliti

e pel ; operations, probabilities

* Itis also h.elpful to analyze two types of total risk: process and one-off risks. They affect
firm value differently, and are amenable to different tools for assessment.

* Process risk reduces capacity and increases working capital (inventory). One-off risks
can be assessed using a value-at-risk framework.

In table 10.1, we summarize the formulae for systematic and total risk.

10.5 Survey of Prior Research in One Paragraph

The leading researchers who have developed the idea of beta include Harry Markowitz
Bill Sharpe, John Lintner, and Jack Treynor. Recent research argues that specific risks are
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Table 10.1
Toolkit: Formulae for Systematic and Total Risk
Type of Risk Formula
Systematic risk beta = COV(Prusinesss Tmarter) | VaT(Fmarker)
PV ( fixed cost)
=| 14 —=———— |beta,,
[ PV(asset) €

Total process risk Inventory needed to buffer process risks (captured by MTTF and MTTR):

« One station:

u (I+cviem)  MTIR? +(H_MTI'R)'_ Ir
(1-u) 2 MTTF + MTTR MTTE ) *
« Two stations in a sequence: as above for first station plus below for second station:
2 2 2
u(i +1) (1+ Vi) MTTR +(1+ M'I'I‘R)rn 15
(1=u) 2 MTTF + MTTR )
« Two stations in a pool:
W (1+cvim) _ MTTR? M’l'I'R)r i
(1-u) 4 MTTF + MTTR MTTE )"
Total one-off risk Calculate the value at risk (VaR) using one of these methods:
1. Parametric
2. Historical
3. Monte Carlo

+2(l+

not completely diversifiable. Two leading finance scholars are Andrei Shleifer and Robert
Vishny. Richard Bettis makes a similar point, from the strategy angle, and John Birge
and Paul Glasserman are leading scholars in applying operations research techniques
to risk assessment. The treatment of warranty reserves here is by Warren Menke. Kevin
Hendricks and Vinod Singhal pioneer the quantification of operational disruptions on
firms’ financial performance. Marshall Fisher, Jan Hammond, and Ananth Raman have
done rigorous analyses on collective forecasting and the staging of production capacities
to increase flexibility, so as to mitigate the risk of demand-supply mismatches. Yossi Sheffi
has written a useful reference called The Resilient Enterprise. Value at risk has long been
Kknown in statistics, but its current form is popularized by J. P. Morgan under the name
RiskMetrics™.
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